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Abstract 
 
Precipitation Hardening is investigated using Dislocation Dynamics (DD) simulations. 
Unlike classical approaches, precipitates are represented by an interaction potential, 
completely determined from Atomistic Simulations (ASs), including size and temperature 
effects.  The transition method is first validated by comparing DD and ASs of interactions 
with one precipitate using the same simulation conditions and, then, applied in massive DD 
simulations for the prediction of hardening as a function of precipitate size, density and shear 
resistance over a large range of temperature. Results show that hardening is always 
proportional to the Orowan hardening with an interaction coefficient depending on the 
effective resistance of the precipitates. A simple theoretical model is found to describe 
appropriately the ensemble of the reported results.      
 
 

1. Introduction 
Precipitation Hardening (PH) is one of the oldest features used to improve the mechanical 
properties of alloys [1,2]. Although it has been discovered one century ago, its precise 
determination is still delicate. It is often superposed to other hardening sources such as forest 
[3] or solid solution hardening [4]. On the theoretical level, many assumptions and 
simplifications must be considered in order to reduce the large number of degrees of freedom 
associated to the interaction between mobile dislocations and the precipitate population: 
precipitate size, distribution and density, the interaction range and potential, testing 
temperature and strain rate, etc. [5,6
With the notable increase in computational capabilities in terms of memory storage, access 
and clock speed, numerical simulations provided deep insights into the hardening 
mechanisms induced by precipitation. Foreman et al. [

].  

7] were the first to use numerical 
simulations to study the role of precipitate distribution and strength, while Bacon et al. [8

However, for coherent and shearable precipitates, both theory and numerical simulations 
encounter the same fundamental difficulty: the construction of the interaction potential with 
dislocations, which controls not only the precipitate strength [

] 
were the first to reveal by quasi-static DD simulations the effect of precipitate size on 
hardening in the case of the Orowan mechanism. They also proposed a pioneering model 
(called BKS model in the following) accounting for the effect of the random distribution.  

5] but also the interaction 
statistics [7,9], the temperature and strain rate effects [10

5
]. Many potentials were reported in 

the literature  [ ] depending on the interaction mechanisms, such as modulus [11], lattice [12] 
and stacking fault [13] mismatches. However, the approximations used are systematically 
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strong, such as the straight-line approximation. Besides, more than one mechanism are 
usually involved in the interaction, making the prediction of the global interaction potential a 
difficult task.  
In this context, Atomistic Simulations (ASs) constitute a powerful tool to identify the 
interaction nature and potential [14]. In most cases, ASs confirm that the unpinning stress 
varies with temperature, dislocation character and precipitate nature (e.g. shearable vs non-
shearable) and size. But the identification of the interaction potentials from AS results is still 
not straightforward. Some methods were proposed to compute the activation energy as a 
function of the applied stress from ASs of dislocation nucleation [15,16] and motion in high 
Peierls-barrier dislocations [17,18]. However, these methods cannot be applied in the case of 
local obstacles. Dislocation curvature induces stress concentration on the pinned segments, 
which may exceed significantly the applied stress. Monnet [19] and Khater et al. [20

Even when the interaction potential is identified using ASs, larger scale simulations are 
required to predict dislocation interaction with a large number of precipitates. In the first 
reported studies, precipitate strength was introduced as a critical cusp angle using the 
constant line tension approximation [

] have 
shown that the appropriate state variable of the activation energy is the effective stress, i.e. 
the local stress on the segments in contact with the precipitate.   

21,22] including thermal activation [23,24]. But this 
method does not account for dislocation-dislocation interactions and neglects the precipitate 
size effects. These flaws can be overcome using the DD simulation technique, where 
precipitates of finite size of arbitrary distribution can be mapped into the simulation box and 
dislocation-dislocation interactions are fully accounted for. The first DD investigations of PH 
were reported by Flush et al. [25] and Mohles et al. [26] and extended later to different 
interaction mechanisms [27,28

The objective of this paper is to present the first full multiscale simulations of precipitation 
hardening. ASs are used to determine the interaction potential and the associated activation 
energy. Then DD simulations are used to compute PH within a large range of precipitate 
strength, size, density and simulation temperature and strain rate. The results obtained are 
used to develop a simple theoretical model of PH without adjustable parameter. The case of 
Cr precipitates in iron is considered as illustrative example of the multiscale approach.  

]. Although a thorough progress has been made in these 
studies, the interaction potential was not built using ASs.       

The paper is organized as follows. First, the transition method is presented and validated 
using the illustrative example. Then, DD simulations of PH as a function of the precipitate 
resistance, size, testing temperature and strain rate are reported. In the last section, we discuss 
the results obtained in connection with theoretical model and present the analytical model of 
precipitate hardening.        
         

2. The multiscale simulation approach  
2.1. From atomistic simulations to dislocation dynamics 
The full details of the transition method used here were reported in [29

5

]. Here we recall the 
basic concepts. As widely known in DD simulations, the stress computed in the center of a 
segment or on adjacent nodes (the effective stress) fully controls its behavior. The main idea 
of this transition method is to interpret the AS results as a function of the effective stress on 
the dislocation segment pinned by the precipitate. This approach has already been used in 
analytical approaches [ ] and in DD simulations of precipitate hardening [30,31]. At zero K, 
a given precipitate cannot keep a dislocation segment pinned when it is submitted to an 
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effective stress τeff larger than a critical value, called the obstacle resistance τobs. For 
example, if the shearing process creates an antiphase surface, τobs 30 is equal to γ/b [ ], where γ 
is the antiphase surface energy and b the norm of the Burgers vector. τobs is naturally 
connected to the classical strength Fobs obsobs DbF τ= by , where D is the diameter of the 
precipitate, considered to be of spherical form in all AS and DD simulations. From ASs at 0 
K, it is easy to compute the resistance stress using the equation:  
 

)( fmaxobs D
l τττ −= ,       (1) 

where l stands for the free distance between precipitates, i.e. the distance between the 
precipitate centers L minus D, τmax the maximum applied stress (unpinnging stress) recorded 
in ASs and τf

29

 is the friction stress for dislocation motion in the matrix. Of course, Eq. (1) 
holds when the dislocation slip plane passes by the precipitate center. Otherwise, D must be 
replaced by the effective diameter of the interaction circle. In the review reported in [ ], τobs 
was computed for voids and Cu precipitates in iron using ASs [32,33 Fig. 1]. In , these data 
are reproduced together with the resistance of Cr precipitates τCr for comparison. ASs used to 
compute τCr have been reported by Terenteyev et al. [34,35]. Four important remarks can be 
already made: (i) for  sufficiently large defects (say larger than 1.5 nm), the resistance stress 
τobs is independent of the defect size; (ii) the resistance of voids (4.8 GPa) is much larger than 
those of Cu (2.4 GPa) and Cr precipitates (2.1 GPa); (iii) small defects (less than 1.5 nm) 
systematically offer less resistance than large ones and (iv) the obstacle resistance is 
independent of the dislocation length. These features confirm that τobs is an intrinsic 
characteristic of the precipitate nature. According to Eq. 1, if the resistance stress is constant, 
defect strength Fobs
 

 becomes proportional to the defect size.    
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Fig. 1: resistance of different defect types in iron as a function of the defect size: voids 
(triangles), Cu precipitates (circles) and Cr precipitates (rectangles), computed from atomistic 

simulations with different dislocation lengths.    

In the rest of the paper, τobs will be a variable representing the defect resistance. The case of 
Cr precipitates will be considered as case study for specific applications. These precipitates 
appear after neutron irradiation of FeCr ferritic alloys [36,37], which are of technological 
importance in future nuclear reactors [38

2.2. Determination of the activation energy 

].  

MD simulations reveal a temperature effect on the unpinning stress of Cr precipitates [34,35]. 
The determination of the corresponding activation energy ∆G allows accounting for thermal 
activation at larger scale simulations, such as DD simulations [39] and constant line tension 
simulations [40

17
]. In all cases, the determination of ∆G from ASs requires a stochastic 

analysis of MD results [ ,18]. The details of the analysis method used in this work were 
published in [19]. Here we recall the basic features. First we compute from ASs the effective 
stress on the pinned segment during loading. Then, the evolution of the effective stress is 
used to determine the Poisson's stress, i.e. the constant effective stress that would provide the 
same activation probability at the end of the pinning time. This stress regularization is 
necessary to model the unpinning rate by a Poisson's process, which is implicitly assumed in 
the Arrhenius-type activation rate [41

Fig. 2
]. Last, ∆G is computed as a function of the Poisson's 

stress. The analysis results are depicted in a. The largest value of ∆G computed within 
MD simulations was 0.71 eV. ∆G decreases and tends as expected to zero when the Poisson's 
stress approaches the Cr-precipitate resistance τCr. When τeff is larger than τobs

 

, the Cr-
precipitate is of course sheared athermally and instantaneously.           

 
 

Fig. 2: (a) evolution of the activation energy and (b) the activation energy normalized by the 
precipitate size as a function of the Poisson's stress for Cr-precipitates of different size and 

dislocation lengths. The dashed line is the numerical fit on data for D > 1.5 nm (Eq. 2).     

A large dispersion can be noticed in Fig. 2a. Two reasons can be advanced for this.  For D < 
1.5 nm, Cr-precipitates offer weaker resistance than other precipitates (see Fig. 1). On the 
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other hand, the activation energy is expected to vary with the precipitate sizes. The last 
feature can be understood since the activation energy is a function of the absolute force F of 
the precipitate, which is proportional to the precipitate size, since F = Dbτeff

Fig. 2
. Consequently, 

∆G normalized by D is likely to be the appropriate function of the effective stress. In b, 
∆G is normalized by D and data for the 1 nm precipitate are plotted using different symbol. 
Again, the 1 nm precipitate appears weaker than other precipitates for all the simulated 
temperatures. However, for the other precipitates, values of ∆G/D obtained in all ASs 
(different precipitate size, dislocation length and simulation box dimensions) are aligned on 
one single and smooth curve, indicating that the activation energy (like the precipitate 
strength) scales with the precipitate size. The following equation offers a good fit to MD 
simulation results for Cr precipitates of size larger than 1.5 nm : 

6.1

ln3.0)eV/nmin(/












−
−

=∆
atheff

athCrDG
ττ
ττ .      (2) 

The curve representing Eq. 2 is plotted in Fig. 2b as a dashed line. Eq. 2 ensures that ∆G goes 
to zero when τeff goes to τCr and goes to infinity when τeff approaches τath = 0.7 GPa. The 
latter is a threshold value of the effective stress at which the activation energy and volume go 
to infinity. It represents the athermal part of the obstacle resistance that cannot be overcome 
by thermal activation. In other terms, the dislocation is kept pinned for infinite time as long 
as the effective stress on the pinned segments is less than τath

kT
G

ww eff
o

)(
exp

τ∆
−=

. The rate of the unpinning 
process is thus given by: 

,        (3) 

where wo is a frequency factor in the order of 1013 s-1 19 [ ], k the Boltzmann constant and T 
the absolute temperature. The frequency factor is likely to be dependent on the dislocation 
length and/or the precipitate size. However, this dependency is of minor importance 
compared to the exponential dependency on the effective stress. It is thus neglected here. For 
an individual unpinning event, w represents the density of probability of activation. For large 
number of pinning precipitates, w corresponds to the number of activated precipitates per unit 
time, in agreement the definition of the Poisson's process.              
            

2.3. Dislocations dynamics simulations 
The description of the DD calculation method can be found in a separate paper [42]. We 
describe here only features peculiar to the present simulations. The DD simulation box is a 
rectangular parallelepiped, used to model a small BCC crystal, containing one or large 
number of randomly distributed precipitates. The x, y and z axes are parallel to the Burgers 
vector (½ [111]), to the normal of the slip plane ([11�0]) and to the [1�1�2] direction 
corresponding to the direction of the edge dislocation line. At high enough temperature, the 
behavior of dislocations of different characters is considered to be similar [43

A dislocation segment is allowed to move when the effective stress τ

]. This is why 
only edge dislocations are simulated in this study. In all DD simulations, periodic boundary 
conditions were applied in the three directions, resulting in an infinite edge dislocation.  

eff  computed at its 
center is larger than a threshold stress, called the friction stress τf. Its velocity is given by v = 
b(τeff - τf)/B, where B is the friction coefficient. In our simulations, we considered the values 
b = 0.25 nm and B = 10-4 Pa.s for all dislocation characters. When a segment is found to 
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touch or inside the precipitate, its mobility follows another rule. At 0 K, τf is replaced simply 
by τobs

29
, while at finite temperature the probability of motion is set according to the binomial 

distribution, known to tend to the Poisson's distribution for large iteration steps [ ]. To 
reproduce the elastic behavior we consider the effective isotropic moduli proposed in [44,45] 
and provided for iron in [46]: a Poisson's ratio of 0.48 and a shear modulus µ of 63 GPa. The 
friction stress is taken equal to 80 MPa at 0 K and zero at finite temperature Different strain 
rates were simulated resulting in different dislocation velocities: 0.2, 2 and 20 m/s. These 
values are within the order of magnitude of dislocation velocity observed in classical 
mechanical tests of metals at enough high temperature [47
The performed DD simulations can be separated into two categories. The "1-precipitate" 
simulations are dedicated to the validation of the scale transition method, with the simulation 
box dimensions and face orientations being the same as those used in ASs [

].    

34,35]. The 
"massive" simulations are used to compute PH induced by a large number of randomly 
distributed precipitates. The dimension perpendicular to the slip plane was reduced to 4 times 
the size of the precipitates. The other two dimensions were selected such that the dislocation 
length was larger than twenty times the average planner spacing and the simulation box 
contained approximately 20,000 precipitates. These precautions allow minimizing the size 
effects on the PH, reported by Nogaret et a. [21].  

2.4. Validation of the transition method 
When the obstacle strength is infinite, i.e. of Orowan type, the precipitate is bypassed. DD 
simulations of interaction with periodic row of precipitates [31,48

8
] confirm predictions of 

Bacon-Kocks-Scattergood (BKS) model [ ]. Precipitate of finite strength must induce lower 
hardening depending on the value of the obstacle resistance. In order to validate the transition 
method used here, 1-precipitate simulations of dislocation interaction with a Cr precipitate in 
iron were carried out in the same conditions as the atomistic simulations. Stress-strain curves 
of interaction with Cr precipitates of different sizes are plotted in Fig. 3a.     
 

 
 

Fig. 3: (a) stress-strain curves of an edge dislocation of 21 nm length interacting with 
periodic row of Cr precipitates of different sizes and (b) comparison between the unpinning 

stress computed in DD and in ASs for different Cr-precipitate sizes at 0 K.    
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Thanks to periodic boundaries, the edge dislocation can interact several times with the 
precipitate, which allows for testing the reproducibility of the interaction strength. As it can 
be noticed on each curve, the stress maxima are close but not the same. For every interaction, 
the segment configuration in contact with the precipitate was found to be different, leading to 
a stochastic-type behavior. Since we are interested in interaction with a large number of 
precipitates, only the average of all maxima is pertinent. In all what follows, the average of 
stress maxima of the stress-strain curves will be considered as representative of flow stress in 
the presence of precipitates. The corresponding PH is obtained by subtracting the friction 
stress: ∆τ = τc - τf
In 

.  
Fig. 3b, DD results are compared with the ASs for different Cr-precipitate sizes, of 

resistance τCr

Fig. 1

 = 2.1 GPa. It can be seen that DD simulations correctly reproduce the pinning 
strength of the different precipitates. However, for the 1nm Cr-precipitate, DD prediction is 
larger than that provided by ASs, which reflects the fact 2.1 GPa, is not the appropriate the 
resistance of very small Cr-precipitates (see ).  
In a second step, we investigate the effect of the resistance τobs

Fig. 4
 of a 2 nm precipitate on the 

unpinning stress (see a). ∆τ is found to vary linearly with τobs for small τobs values, with 
a slope of 0.1, which is quite close to the slope expected from Eq. 2 and equals D/l = 0.11. 
For large values of τobs (say more than 3.5 GPa), ∆τ reaches a saturation plateau. At the 
beginning of the plateau, the dislocation is found to shear the precipitate, while it bypasses it 
for τobs

 

 larger than 4.5 GPa. Surprisingly, the saturation of the unpinning stress does not 
correspond to the onset of precipitate bypassing. This feature is discussed later in the paper.    

 

 
 

Fig. 4: (a) effect of the obstacle resistance of a precipitate of 2 nm on the unpinning stress 
computed in DD for a dislocation of 21 nm length. Predictions of the BKS model are shown 

with two normalization conditions; (b) comparison between the unpinning stress predicted by 
DD and ASs as a function of temperature for a 2nm Cr-precipitate.   

The saturation stress (close to 380 MPa) is compared with the theoretical predictions of the 
BKS model of hardening induced by a periodic row of precipitates of size D and spacing l: 
∆τBKS

Fig. 4
 = µb/(2πl) ln D, where D is the harmonic mean of D and l: D=Dl/(D+l) normalized by 

the norm of the Burgers vector b. The prediction is shown in dashed line in a. It 
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amounts to 261 MPa, which is in poor agreement with the DD results. To improve the 
agreement, we consider the normalization by 0.5b instead of 1b (see § discussion for more 
details). The modified BKS model for the periodic row is:  

D
l

µ
BKS 2ln

2π
τ =∆ ,        (4) 

where all lengths were normalized by the length of the Burgers vector. The prediction of Eq. 
4 is plotted as solid line in Fig. 4a and amounts to 355 MPa, which fits much better our DD 
simulation results. 
The next validation step is to check the validity of the thermal activation parameters deduced 
from ASs and used in DD. The time integration method proposed in [29] for the activation 
rate given in Eq. 3 is applied here. DD simulations of 21-nm dislocation interacting with a 2 
nm Cr- precipitate are conducted at different temperatures. The comparison between ∆τ 
obtained in DD and in AS is shown in Fig. 4b.  The friction stress introduced in Eq. 2 was 
fitted on AS for edge dislocation moving freely in iron [49 Fig. 4]. We can notice from b that 
the temperature sensitivity of the interaction is similar to that revealed in ASSs. 
Notwithstanding, DD predictions seems to overestimate the temperature sensitivity. This is 
because of the smooth curve used to fit the activation energy profile in Fig. 2b.       

3. Simulation Results 
4. The Orowan hardening 
When the obstacle strength is infinite, i.e. of Orowan type, DD results of hardening induced 
by periodic row [31] and randomly distributed obstacles [3,50

8
] were found in agreement with 

the BKS model [ ]. This agreement was obtained for large obstacles (D >> b) and when the 
average precipitate planner spacing l is much larger than the precipitate size diameter D. It is 
necessary thus to check the agreement with the BKS model for randomly distributed Orowan 
precipitates of nanometric size and large densities. To do so, massive DD simulations of 
Orowan hardening are conducted for obstacles of 1 and 2 nm size and of density varying 
between 1023 to 8×1024 m-3. Following the disperse barrier hardening model [51], the average 
planner spacing L of precipitates of average size D and number density C is (DC)-½

Fig. 5

, to be 
distinguished from the free spacing between the precipitates l = L – D, which is the 
appropriate length to consider in theoretical models and treatments. The first remark that can 
be made on the results depicted in  is that the size effect on the Orowan hardening is 
quite important for small particles. Passing form 1 to 2 nm in diameter, hardening is more 
than doubled, while the corresponding decrease in l amounts only to 40%.  
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Fig. 5: DD prediction of the Orowan hardening compared with theoretical predictions of the 

BKS model, using two different normalization conditions.  

DD results are then compared to the BKS model predicting Orowan hardening. Again, 
predictions of the initial BKS model, shown in dashed lines on Fig. 5, significantly 
underestimate the Orowan hardening revealed by DD simulations. The normalizing by 0.5b 
instead of b improves greatly the model predictions as can be shown in Fig. 5, where results 
of the new normalization are plotted in solid lines. The modified BKS model can thus be 
expressed as: 

)2ln(
22ln

2ln 2/3

l
l

µ
l
D

BKS π
τ 






=∆ ,           (5) 

In Eq. 5, all lengths are normalized by the norm of the Burgers vector. The new 
normalization procedure is discussed later in the paper. 

4.1. Hardening induced by precipitates of finite strength         
In this section we investigate the effect of the precipitate resistance on PH computed in DD 
simulations without thermal activation. In a first step, we compare PH induced by the 
precipitates of finite resistance with that induced by the same population of precipitates of 
infinite resistance. To do so, we considered precipitates of different size (1, 2, 4 nm) and 
density (1 – 8×1024 m-3) interacting with an edge dislocation at 0 K. For every configuration, 
two massive simulations were conducted: one with a resistance τobs = τCr = 2.1 GPa and one 
with a resistance τobs

Fig. 6

 = ∞, which prevents any segment from penetrating the precipitate. The 
PH induced by the Cr precipitates is then plotted as a function of the Orowan hardening, as 
shown in a.  
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Fig. 6: (a) hardening induced by Cr precipitates as a function of the Orowan hardening, (b) 
precipitation hardening induced by 2 nm precipitates of 2×1024 m-3

Two different modes of dislocation motion are observed in DD simulations, in agreement 
with other investigations [

 density as a function of 
their resistance. Squares represent simulation of fully random distribution and circles 

simulations of a random distribution avoiding precipitate overlap. The Friedel and Labusch 
model predictions are depicted using dashed lines for comparison.  

52]. In simulations with 1 nm (1×1024, 2×1024 m-3, 4×1024 m-3) and 
2 nm (1×1024 m-3; 2×1024 m-3; 4×1024 m-3

In the next step, we investigate the sensitivity of the PH to the precipitate resistance. τ

), the dislocation unpins successively from 
individual precipitate (the smooth mode). In the other configurations, the dislocation motion 
was jerky (jerky mode), where the dislocation unpins from a group of precipitates upon each 
unpinning event. It is easy to notice that in the smooth mode, hardening induced by Cr 
precipitates is significantly lower but remains proportional to the Orowan hardening. This 
confirms that interaction statistics in the smooth mode are the same for shearable and 
impenetrable obstacles. The difference in hardening results only from the obstacle strength. 
This remark does naturally not apply in the jerky mode.      

obs is 
varied in massive DD simulations of interaction with precipitates of D = 2 nm and C = 
2×1024 m-3. Different distributions were tested in these simulations. First fully random 
distributions were generated for each value of τobs

Fig. 6
. In this distribution, the minimum distance 

between precipitate centers is zero. In b this distribution is referred to by P = 0 (P for 
Percolation). Moreover, since real precipitates do not intersect thanks to Ostwald ripening 
[53 5] (cited by [ ]), additional random distributions are generated, where randomness is 
restricted by preventing precipitate overlapping. The minimum spacing between particle 
centers is the diameter of the precipitates D. These simulations are referred to as P = D in 
Fig. 6b. Examination of the results confirm that PH increases with the obstacle resistance up 
to almost τobs
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 = 4.5 GPa. Beyond this resistance, hardening is found to saturate at a value 
close to the Orowan stress. The saturation coincides at large shear resistance with the 
predominance of Orowan looping to the detriment of shearing. On the other hand, although 
the precipitate density is quite large, imposing a percolation distance does not seem to alter 
PH induced by weak precipitates. At high shear resistance, the deviation from PH of full 
random distributions remains small but becomes significant.               
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4.2. Effect of thermal activation 
At finite temperature, the motion of the dislocation segment inside the precipitate as 
simulated in DD depends on temperature via the activation energy computed from ASs. 
Massive DD simulations were performed using different Cr-precipitate sizes and densities. In 
these simulations, the average dislocation velocity was set to 1.8 m/s, which is in the same 
order of magnitude of dislocation velocities in mechanical tests. The computed hardening is 
depicted in Fig. 7 as a function of temperature for different densities (D = 2 nm) and for 
different precipitate sizes (C = 4×1024 m-3

 
). 

 
Fig. 7: (a) precipitate hardening induced by Cr precipitates as a function of temperature for 
different precipitate sizes and densities. Dashed lines are predictions of the model presented 
in the paper and (b) comparison between the Poisson's stress and the effective stress (see text 

for more details)   

It can be seen that thermal activation strongly decreases PH at low temperature, while no 
significant effect is found at high temperature, say larger than room temperature. This finding 
holds for the different precipitate sizes and densities. The ratio between the hardening at zero 
and at finite temperature is substantially larger than the same ratio computed in ASs. This 
point is discussed in the next section.  
In order to estimate the strain rate sensitivity of the precipitate hardening, we performed two 
additional series of simulations with different dislocation velocities (0.18 and 18 m/s) for 
precipitate configuration with D = 2 nm and C = 4×1024 m-3

τ∆
∆

×−=
)ln(vkTV

. As expected, results show that 
PH at 0 K and at 900 K are approximately the same, i.e. independent of the dislocation 
velocity. However, at intermediate temperature/stress, the sensitivity to the dislocation 
velocity is significant. PH at 200 K increases from 45 MPa to 85 MPa, when the imposed 
average velocity of the dislocation is raised from 0.18 to 18 m/s. On the other hand, the 
activation volume V computed by:  

,      (6) 
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is found to decrease monotonously with the stress. Two asymptotic behaviors are observed. V 
goes to zero when the applied stress increases to its quasi-static value, i.e. the PH at 0 K. At 
low stress, an athermal threshold appears close to 40 MPa, at which the activation volume 
diverges.  
 

5. Discussion   
 
The analysis of the precipitate strength in terms of resistance stress τobs

Fig. 3

 presented in this 
paper offers two advantages: (i) the precipitate resistance expressed as a uniform shearing 
resistance inside the precipitates allows for a full multi-scale modeling of precipitate 
hardening with a shear resistance completely characterized from ASs and (ii) the decrease in 
the pinning stress with the temperature revealed in ASs can be used to deduce the activation 
energy of the shearing process as a function of the local stress applied on the pinned 
segments. The agreement between the DD and the AS results with and without thermal 
activation ( b and Fig. 4b) provides direct evidence on the validity of the transition 
method reported in this work. However, attention must be paid to two important limitations 
of this approach: (i) in the case of small precipitates (say less than 1.5 nm) the elastic 
distortion induced by the precipitate coherency can no longer be neglected and (ii) for large 
precipitates (say larger than 4 nm), precipitates may undergo phase transition induced by 
shearing, which alters the mechanism of precipitate unpinning. 
In DD simulations, precipitates were randomly distributed and all precipitates had the same 
size. The resulting 3d-arrangement is not the most realistic one [5]. First there is a finite 
distribution in the precipitate size and, second, solute depletion around precipitates prevent 
precipitate nucleation in the vicinity of other precipitates. Ronnpagel et coworkers [25,54] 
proposed a method to avoid these imperfections. In this study we chose the random 
distribution for the sake of simplicity and safe comparison with available theoretical models. 
Also no image forces were considered in our work. These forces are expected to be negligible 
for very small obstacles as pointed out by Shin et al. [55
In the following we analyze DD results of PH as a function their resistance and simulation 
temperature.        

].  

 

5.1. Orowan hardening 
Our first important result is that predictions of the original BKS model for the Orowan 
strengthening are not in agreement with DD simulations of interaction with nanometric size 
precipitates (say less than 20b). In their original paper, Bacon et al. [8] reported the presence 
of a constant (B = 0.7) added to the logarithm term in the line tension expression. Since they 
were interested in precipitates of relatively large sizes, the constant was neglected in the 
development of their hardening model. When the precipitate size is within few nanometers, 
this approximation is thus no longer valid. It happens that this constant is close to ln 2. This is 
why we considered the normalization by b/2, instead of b. This modification is equivalent to 
a decrease in the inner cut-off radius of the dislocation energy (or line tension) from b to 
0.5b, which is rather in agreement with ASs [49,56

Fig. 5

]. The new expression given in Eq.5 is 
found to strongly improve the agreement with the DD results. Even using the new 
normalization, DD predictions of Orowan hardening are found systematically larger than 
predictions of Eq. 5 (see ). Nevertheless, the difference between DD results and the 
theory does not exceed 16%. Other, more sophisticated models of the Orowan hardening 
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were reported in the literature [1]. However, their agreement with our results is not better 
than that obtained with the modified BKS model reported in this paper.      

5.2. Effect of the shear resistance on hardening        
In this part of the paper, we attempt to rationalize simulation results on the effect of shear 
resistance on PH, depicted in Fig. 5. We restrict our analysis to the case of simulations 
showing smooth motion of the dislocation. In order to rationalize the DD results, several 
theoretical models can be tested [57]. Here, we compare our results with predictions of the 
two most well-known models of hardening induced by local finite-strength obstacles [3]. In 
the Friedel model [58,59

2
3

2
1 F
ΓlbFriedel =∆τ

] designed for week point obstacles, the hardening scales with the 
3/2 - power of the obstacle force F. Hardening is given by:      

 ,        (7) 

where Γ is the dislocation line tension, taken equal to ½µb² in the initial model. Of course, 
the precipitate size is absent from the model since it was designed for point obstacles. In 
order to apply this model to our simulations, we consider the absolute force of obstacle to be 
given by F = bDτobs

2
3

2

3

obsFriedel µbl
D ττ =∆

. Eq. 7 becomes thus:     

       (8) 

For strong obstacles of finite size, or interaction range w, we can apply the so-called Mott-
Labusch model [60,61,62

3
45

4

2 lµb
wF

Labusch =τ

], where hardening is expressed as: 

       (9) 

 
In our case, w is naturally considered equal to the precipitate size D and F is replaced by 
bDτobs

3
4

3
4

5

2 obsLabusch µbl
D ττ =

. Eq. 10 becomes:  

       (10) 

The concept of the shear resistance, computed from ASs, allows thus for direct and simple 
application of theoretical models, since the obstacle strength is simply bDτobs

Predictions of Eqs 8 and 10 are compared with DD results in 

. With this 
approach no need for the ambiguous and confuse concept of the critical angle.  

Fig. 5b. It is easy to notice that 
the Friedel model systematically overestimates PH, in agreement with results of numerical 
simulations using constant line tension, reported by Foreman and Makin [7] and by Xu and 
Picu [24]. On the other hand, the Mott-Labusch model predictions underestimate PH, even at 
large shear resistance. Nevertheless, the two models seem to provide relatively good upper 
and lower bounds of hardening induced by shearable obstacles.  
The new results reported in this paper concerning penetrable and impenetrable precipitates 
enable us to develop a new model of PH, presented in the next section.  

5.3. New model for precipitation hardening at zero temperature 
From Fig. 4a, it is easy to notice that for a periodic row of precipitates of resistance τobs, the 
hardening saturates at the Orowan hardening, for resistances larger than a given threshold, 
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denoted by 𝜏𝜏∞ . Below 𝜏𝜏∞ , hardening increases linearly with τobs

 

. For periodic row of 
shearable precipitates, PH can thus be given by:  

rowBKS
obs

row ,τ
τ
τ

τ
∞

=∆      (11) 

𝜏𝜏𝑜𝑜𝑜𝑜𝑜𝑜
𝜏𝜏∞

 appears thus as an interaction coefficient αrow

Fig. 6

 accounting for the precipitate strength. 

This coefficient is equal in the classical approaches to the normalized obstacle strength F/2Γ, 
used in constant line tension simulations. Consider now a random distribution of shearable 
precipitates. When the dislocation motion is smooth, simulation results depicted in a 
show that PH is also proportional to the Orowan hardening. In other words, it is possible to 
write ∆τ = α  ∆τOrowan, where α is the interaction coefficient of the precipitates. The question 
now is how to deduce α from αrow. The latter represents the individual obstacle strength, 
while the former accounts for precipitate strength and distribution. For the random 
distribution, considered in this work, the Friedel statistics, connecting the obstacle strength 
with the effective spacing of obstacles along dislocation lines, suggest that α is proportional 
to the 3/2 power of the obstacle force. Within our variables, this leads to the equation: α = 
(αrow)3/2. If we approximate the Orowan hardening ∆τOrowan

 

 by predictions of the modified 
BKS model given in Eq.5, we finally obtain: 
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         (12) 

 
In Fig. 8, predictions of Eq. 12, are compared with DD results shown in Fig. 6b with pure 
random distribution. In order to test the extent of validity of Eq. 12, we perform additional 
DD simulations of PH with a distribution of 2 nm size and 1024 m-3

Fig. 8

 density of precipitate of 
variable resistance. All simulation results together with predictions of Eq. 12 are depicted in 

. It can be clearly seen that the agreement with DD results is better than that obtained 
with the two theoretical models tested previously, especially for week obstacles.      
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Fig. 8: evolution of precipitation hardening as a function of the shear resistance for 2 nm 
precipitates and tow different precipitate densities.  

 
In Eq. 12, the geometric properties of precipitates are represented by the free spacing l and 
size D of the precipitates. The physical nature of the precipitates inducing their pinning force 
is implicitly accounted for by τobs

Fig. 4

. However, the precise value of 𝜏𝜏∞  to be considered is not 
clear. This variable plays the role of a threshold resistance beyond which PH is constant and 
equals the Orowan hardening. Its value can in principle be deduced from DD simulations by 
recording the shear resistance beyond which Orowan looping occurs. For simulations shown 
in a, the threshold for Orowan looping was found close to 4.5 GPa, while hardening 
itself saturates at 3.5 GPa. The maximum unpinning stress is thus reached before the 
bypassing process starts. This feature is still not clearly understood by the author and 
deserves further investigations.  
On the other hand, the best fit for 𝜏𝜏∞  finally used for predictions shown in Fig. 8 was 4.5 
GPa, which is larger than the saturation value of hardening induced by the periodic row (Fig. 
4a) and lower than the Orowan limit of 4.5 GPa. This feature can be rationalized owing to the 
precipitate distribution considered here. The average size of the intersection circles between 
the slip plane and the randomly distributed precipitates is (πD/4). The effective size of the 
interaction circle is 79 % lower than the precipitate size. Since the effective strength of 
precipitates is proportional to their size, the equivalent value for the saturation stress for the 
random distribution must be increased by a factor of (4/π). Accordingly, the saturated stress 
increases form 3.5 GPa (for periodic row) to 4.4 GPa for the random distribution, which is 
close to the best fit of the parameter 𝜏𝜏∞ . The latter is thus not an adjustable parameter, but 
can be deduced directly from DD simulations.               
 

5.4. Effect of thermal activation 
The model shown in the last section does not account for temperature effects, revealed in ASs 
(see Fig. 7). The following treatment is based on the simple idea that PH at finite temperature 
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can be deduced also from Eq. 12 providing that τobs is decreased with temperature to an 
appropriate value. The local stress on segments pinned by the obstacles τeff is the true driving 
force for thermal activation. When the applied stress increases, τeff

The following development is based on the Friedel statistics [

 increases faster and the 
yield stress is reached when the activation rate allows the dislocation to move at the imposed 
velocity.     

59] and inspired from Hiratani 
et al. [63], who expressed the activation energy as a function of the power of the obstacle 
strength. Consider therefore a steady state motion of a dislocation of of velocity v length L, 
much larger than the average obstacle spacing l. The average spacing between obstacles 
pinning the dislocation is lf = l/(cos θ/2)3/2, where θ is the critical cusp angle. As it has been 
shown before, in our case cos(θ /2) = τeff/𝜏𝜏∞ . The number of obstacle pinning the dislocation 
is thus L/lf. Since the activation energy ∆G(τeff Fig. 2) is known from ASs (see b), the number 
of activated obstacles per unit time is: 
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o
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τ ∆

−







=

∞
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After each activation event, the dislocation sweeps a surface equal to l2. The total swept 
surface is thus nl2, which corresponds to an average advance of the dislocation of nl2
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/L. Since 
this distance is obtained in a unit time, it corresponds to the average velocity of the 
dislocation: 

,        (14) 

It is interesting to note here that Eq. 14 relates the dislocation average velocity at the 
mesoscopic scale to the activation energy defined at the atomic scale, the transition parameter 
τeff being identified on both simulation scales. Since the dislocation velocity is connected to 
the strain rate via the Orowan relation, Eq. 14 provides a relation between the strain rate, 
temperature and the effective stress. The applied stress is not present in Eq. 14 and ∆G(τeff) 
must not be confused with the activation energy at the mesoscopic scale that can, for 
example, be measured in experimental mechanical tests. Eq. 14 does not represent an 
Arrhenius-type rate equation. It determines the value of τeff that must be reached to 
accommodate the imposed strain rate at the given temperature. τeff plays the role of an 
effective resistance at the given temperature and strain rate. Unfortunately, τeff cannot be 
deduced analytically because the curve ∆G(τeff) is deduced numerically from ASs and 
depends on the interaction at the atomic level. As far as Cr precipitates in iron are concerned, 
Eq. 14 can be resolved in τeff thanks to the function given in Eq. 2. It has been resolved 
numerically for every simulation temperature. Values of τeff
Fig. 7

 fulfilling Eq. 14 are plotted in 
b, together with the Poisson's stress [18,29], representing the effective resistance of the 

Cr precipitates at finite temperature in AS conditions. Although, conditions in ASs and in DD 
simulations were comparable in term of the precipitate spacing and dislocation velocity (few 
m/s), it can be clearly seen that the effective resistance of Cr precipitates decreases faster in 
DD than in ASs. This is because of the random distribution implying the presence of the 3/2-
power term in Eq. 14.  
Once the effective resistance determined, the corresponding PH can be easily computed by 
replacing the absolute resistance of precipitates τobs by the effective resistance at finite 
temperature τeff in Eq. 12. The finial PH can thus be expressed as: 
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with all lengths being normalized by the norm of the Burgers vector. Predictions of Eq. 15 
are compared with DD results in Fig. 7a. The temperature effect is slightly overestimated for 
4 nm precipitates and underestimated for the 1 nm precipitates. The overall agreement is 
satisfactory since the precipitate configurations cover multiple sizes and densities over a large 
range of temperature. It is important to note here that Eqs. 14 and 15 necessary for the 
prediction of hardening do not contain adjustable parameters.     
 

6. Conclusions 
 
From the results reported in this paper, the following conclusions can be drawn. 

1) Atomistic simulations can be used to determine the activation energy of precipitate 
shearing as a function of the effective stress on the pinned segments. 

2) Using the concept of shear resistance, the interpretation of atomistic simulation results 
allows for successful scale transition and full multiscale simulations of precipitation 
hardening.  

3) DD simulations show that Orowan hardening induced by nanometric obstacles is 
correctly predicted by the Bacon-Kocks-Scattergood model, providing that the inner 
cut-off radius of the dislocation energy is taken b/2 instead of b. 

4) DD simulations reveal that hardening induced by shearable obstacles with and 
without thermal activation is proportional to the Orowan hardening induced by the 
same precipitate size and arrangement. The proportionality factor is an interaction 
coefficient, independent of the precipitate size. 

5) The interaction coefficient is a simple 3/2-power of the shear resistance. 
6) A simple multiscale model is proposed for the prediction of the precipitation 

hardening at finite temperature as a function of the precipitate size, density and 
effective shear resistance.  

7) Predictions of the model are in agreement with the precipitation hardening computed 
in DD simulations of different precipitate size and over a large range of temperature.     
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